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Abstract

In this article, we describe some recent techniques and results in model-
based testing of software product lines. Presently, more and more software-
based products and services are available in many different variants to
choose from. However, this brings about challenges for the software qual-
ity assurance processes. Since only few of all possible variants can be
tested at the developer’s site, several question arise. How shall the vari-
ability be described in order to make sure that all features are being
tested? Is it better to test selected variants on a concrete level, or shall
the whole software product line be tested abstractly? What is the quality
of a test suite for a product line, anyway? If it is impossible to test all
possible variants, which products should be selected for testing? Given a
certain product, which test cases are appropriate for it, and given a test
case, which products can be tested with it?

We address these questions from an empirical software engineering
point of view. We sketch modeling formalisms for software product lines.
Then, we compare domain-centered and application-centered approaches
to software product line testing. We define mutation operators for assess-
ing software product line test suites. Subsequently, we analyze methods
for selecting product variants on the basis of a given test suite. Finally,
we show how model-checking can be used to determine whether a certain
test case is applicable for a certain product variant.

For all our methods we describe supporting tools and algorithms. Cur-
rently, we are integrating these in an integrated tool suite supporting sev-
eral aspects of model-based testing for software product lines.

Keywords: Software Product Lines, Cyber Physical Systems, Model Based
Testing, Test Generation, Variant Management, Feature Modeling, Domain
Analysis, Fault Injection, Product Sampling, Test Case Assignment

1 Introduction

Due to increasing market diversification and customer demand, most industrial
products today are available in many different variants. For example, when
buying a new car, one can choose not only between different brands and makes.

1



Within a model, one has options on the type and power of the engine, on the
navigation and entertainment system, on various driver assistance functions,
etc. There is a common basis on which these different variants are built (chassis,
doors, power train and other elements).

A product line (or product family) is a set of products offered by a producer
to customers, which have the same base functionality and share a common set of
base elements. The members of a product line differ in the features which they
offer to the customer. Thus, the individual products in a product line have a
similar “look-and-feel”, however, they differ in that one product may offer more
or other functionality than another one.

In software-based systems, these features are realized via software. The
concept of a software product line originates in the work of D. Parnas [58].
It has gained much attention by the research and consultancy of the Carnegie
Mellon University Software Engineering Institute [49]. The CMU SEI defines
a software product line to be a “set of software-intensive systems that share a
common, managed set of features satisfying the specific needs of a particular
market segment or mission and that are developed from a common set of core
assets in a prescribed way” [16].

Software product lines are abundant in today’s cyber physical systems: most
electronic control units, e.g., in cars or trains, are configurable or come in mul-
tiple variants, as well as software in consumer products like coffee machines,
dishwashers, mobile phones, etc. Also software products itself like, e.g., the
ordering system of a web shop, are available in different variants to fit varying
customer needs.

A challenge common to the development of these systems is that the software
is similar, but not identical for all products; there are slight differences accord-
ing to the features exhibited by a particular product. Sources of variability
include planned diversity for different user groups, evolution and enhancement
of products, and re-use of modules from one product in another one. Software
product line engineering addresses this challenge. The main goal of software
product line development is the strategic re-use of software artifacts. There
have been various approaches to re-use: by copy and paste, macros, subrou-
tines, modules, objects, components and services. The common problem in all
of these approaches is that re-use increases the probability of errors. Therefore,
quality assurance for software product lines is of utmost importance.

In this paper, we summarize and extend some of our previous work on this
topic. We address several questions related to the model-based testing of soft-
ware product lines. First, we address the problem of how to specify a software
product line. We describe feature models and other artifacts that arise in a
model-based development of software product lines.

We then consider the question of how to generate test cases from models.
Basically, there are two competing approaches: One can derive individual test
suites for individual products from an appropriate instantiation of a domain
model. Or, one can try to generate a generic test suite from the domain model
and instantiate this generic suite for each individual product. We formalize and
compare these two approaches and derive guidelines on when to use which one.
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Given a test suite, an important issue is to asses its error detection capability:
How likely will the test suite uncover an error, given a faulty system under test?
We investigate this question for the automatically generated test suites from
the previous section. We define mutation operators, an experiment setup, and
a tool suite to determine the mutation score for a test suite.

For a large product line, there may be zillions of different variants; it is
impossible to test all of them. The question is, which products should be se-
lected for testing the product line? We suggest that the products should be
sampled using the test suite generated from the domain model. Moreover, we
suggest that in this sampling, certain optimization criteria should be taken into
consideration, such as “the selected products should be as diverse as possible”.
We sketch an algorithm based on boolean optimization for this sampling, and
evaluate the effectiveness of the approach with fault injection techniques.

In many companies, especially when transitioning to a product line develop-
ment process, there exists a large body of test cases. In order to be able to reuse
these test cases for new products, we sketch a model-checking algorithm, which
determines whether a certain test case is applicable for a certain product. We
use a three-valued coloring scheme to distinguish between positive tests, nega-
tive tests, and tests which are insignificant for a certain product. We describe
a prototypical implementation of our coloring algorithm and its application.

Throughout the paper, we use the example of a web shop system to illustrate
our ideas.

This paper is structured as follows. After the introduction in section 1, we
define modeling formalisms for software product lines in section 2. Subsequently,
we show how to use domain models for test case generation in section 3. Then,
in section 4, we describe a mutation system for assessing the error detection
capability of a product line test suite. Section 5 deals with the problem of
how to sample products for testing, and section 6 with the problem of how to
reuse test cases for different products. Finally, in section 7 we discuss related
literature, and, in section 8, some outlook on future work.

2 Specification of Variability

Two main driving factors for software product line engineering are the growing
customer expectations for individualized products, and the potential to reuse
existing software assets in the design of a product. The objective is to increase
the number of product features while keeping the overall system engineering
costs at a reasonable level. Product line development usually involves two engi-
neering processes: domain engineering and application engineering. In domain
engineering, reusable components are developed by a domain analysis and a
domain reference architecture. In this process, commonalities and variabilities
are analyzed and generic artifacts are developed. In application engineering, ac-
tual products serving different customer and market needs are derived from the
domain artifacts. Products are built by instantiating and composing generic ar-
tifacts from the domain engineering process. Thus, domain artifacts are reused
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Figure 1: Various models in software product line engineering

to exploit the product line’s commonalities. The instantiation and composition
should be largely automatic. This way, many different products can be derived
in an efficient way. There should be also feedback loops from application en-
gineering to domain engineering, such that updates from different individual
products can be generalized and adapted to the product line.

Model-based design is a particular form of software development, where a
system model is continuously used as the central artifact throughout the whole
engineering process. Initially, requirements are captured in an abstract model,
e.g., in SysML, representing the system specification. This abstract model is
refined and transformed into a concrete implementation model, e.g., in UML
or Simulink R©. From this implementation model, executable code is generated
automatically by a suitable model compiler.

For model-based software product line engineering, the artifacts produced
during domain engineering are mostly models. However, these models are
generic, allowing an instantiation into different product models. During applica-
tion engineering, the product models are refined and compiled as in “ordinary”
model-based design.

Figure 1 depicts the model-based domain and application engineering work
flows and their interrelations. The domain engineering process is generic, whereas
the application engineering process exists in several instances, namely one for
each product. Tasks are denoted by rectangles, and the models which are the
results of tasks are given in circles.

2.1 Feature modeling

There have been various attempts to specify the variability of products be-
longing to a product line. Most approaches are based on a so-called feature
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model. Feature models facilitate the explicit design of global system variation
points [37].

A feature is the description of a designated functionality which is visible
to the customer and forms an added value to the product. Each feature has a
unique name and represents one characteristics of a product which is interesting
for the stakeholder, e.g., a special added value. A feature model is a structuring
concept for a set of features; it forms an explicit description of commonalities
and differences of various products. Feature models are usually organized as
and-or-trees, where each node is marked with the name of a feature. The root
of the feature tree is the name of the product family. A parent feature can have
the following relations to its sub-features:

• Mandatory : child feature is required,

• Optional : child feature is optional,

• Or : at least one of the children features must be selected, and

• Alternative: exactly one of the children features must be selected.

Additionally, it is allowed to attach boolean constraints on features to the feature
tree. For example, one may specify additional (cross-tree) constraints between
two features A and B: (i) A requires B: the selection of A implies the selection
of B, and (ii) A excludes B: both features A and B must not be selected for
the same product. Tools for maintaining feature trees include pure::variants R©,
BigLever Gears R©, FeatureIDE [68], and EASy-Producer [65].

Figure 2 shows the feature model of our web shop example which is used
throughout this article. The eShop is a fictional e-commerce web shop designed
for this article; it covers only a small part of the “real” web application. It
provides the following functionality: Each eShop contains a catalog in which the
available goods are listed. A customer can browse the catalog of items and put
orders in the cart. Once the customer is finished, he/she can checkout and may
choose from up to three different payment options, depending on the eShop’s
configuration. Payment can be via bank transfer, credit card, or eCoins. Some
variants may provide a search function within the catalog. The transactions are
secured by either a standard or high security server. Credit card payment is
only offered if the eShop also implements a high security server.

Feature models can also be represented in propositional logic: For each fea-
ture model, there is an equivalent boolean formula. The propositions in this
formula are the feature names, and the logical connectives are derived from
the tree structure (see, e.g., [4, 6]. For the eShop feature model in Figure 2, a
boolean formula representing the feature tree is
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Figure 2: A feature model for the eShop example.

FM = (eShop

∧ (eShop → Catalog) ∧ (eShop → Payment) ∧ (eShop → Security)

∧ (Payment → BankTransfer ∨ CreditCard ∨ eCoins)

∧ (Security → (High ∧ ¬Standard) ∨ (¬High ∧ Standard))

∧ (Catalog → eShop) ∧ (Payment → eShop)

∧ (Search → eShop) ∧ (Security → eShop)

∧ (BankTransfer → Payment) ∧ (CreditCard → Payment)

∧ (eCoins → Payment) ∧ (High → Security) ∧ (Standard → Security)

∧ (CreditCard → High))

Since our feature model involves optional features, there are several potential
products. Only a few of these will be materialized as actual products in the
market. Given any feature model, a resolution model (or simply resolution) is
an assignment of truth values to feature names. The assignment of a value to a
proposition indicates whether the corresponding feature is selected (true) or des-
elected (false). A resolution is called valid, if the corresponding boolean formula
evaluates to true. A valid resolution is also called a product configuration.

For instance, the following two assignments P1 and P2 are product config-
urations for the eShop feature model presented in Figure 2.

P1 = eShop,Catalog ,Payment ,BankTransfer ,¬CreditCard ,¬eCoins,

¬Search,Security ,¬High,Standard

P2 = eShop,Catalog ,Payment ,BankTransfer ,CreditCard , eCoins,

Search,Security ,High,¬Standard

It can be seen that both configurations satisfy the formula FM above. P2 is a
maximal configuration with respect to the number of features. For any feature
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Figure 3: Annotative (a), compositional (b) variability (based on [27]) and delta
modeling (c)

model with n features, there are between 0 and 2n product configurations. In
particular, the eShop feature model allows 20 different configurations.

2.2 Variability modeling

Although a feature model captures the system’s variation points in a concise
form, its elements are only propositional symbols [20]. Their semantics has to
be provided by mapping them to other development artifacts. Such a mapping
can be defined either explicitly, in a separate variability model, or implicitly,
within the referenced artifacts. In the following, we introduce the three major
paradigms for variability modeling:

Annotative Variability modeling A base model contains every element
that is used in at least one product configuration and, thus, subsumes every
possible product [28] (Fig. 3a). Subsequently, model elements are removed to
resolve a valid variant.

Compositional Variability modeling In contrast to annotative languages,
compositional languages start from a minimal core that contains features that
are common to all possible products. From this starting point additional features
will be added by a designer (Fig. 3b).

Transformational Variability modeling In transformational variability,
compositional and annotative methods are combined. Model elements can be
removed and added to resolve a variant. A well-known approach for this is so-
called delta modeling (also delta-oriented programming) [64]. Delta modeling
consists of two parts: The first one is the design of a core product comprised
of a set of feature selections that represent a valid product. The second part
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Figure 4: Meta-model for feature models.

is the specification of a set of so-called “delta modules” which describe changes
(“‘deltas”) to the core module. Each delta is either the construction (add)
or destruction (remove) of an element from the product model (Fig. 3c). A
delta module then is associated to one or more features. Whenever a feature is
selected or deselected the associated deltas are applied to the product model.

2.3 A Basic Variability Language

In this article, we describe a custom modeling language for annotative variabil-
ity. This language is inspired by the “Common Variability Language” (CVL)
standardization initiative [33].

As a concrete syntax for feature models, we provide a meta-model defined
in Ecore with the Eclipse modeling framework EMF as depicted in Figure 4.
This meta-model offers basic functionalities for designing mandatory, optional,
or, alternative, and binary cross-tree-constraints between features.

We use an explicit variability model for mapping features to elements of a
base model. That is, a base model is the artifact which implements the features
of the product line. (The base model model is sometimes called “the 150%
model”, a terminology which we refrain to adopt.) Each feature corresponds to
some parts of the base model.

Formally, a base model can be any model which is an instance of some MOF
meta-model. In our work, a base model is a UML model consisting of state ma-
chine diagrams, class diagrams and OCL formulae. The base model describes
realizations for all features; thus, if the feature model contains conflicting fea-
tures, then the base model may not represent a possible product.

Part of the base model of the eShop example, the UML state machine di-
agram, is given in Figure 5. This state machine is designed from a user’s per-
spective. Whenever a user starts the eShop, the system initializes and waits for
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Figure 5: Base model of the eShop example.
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the user in state Start to open the product catalog. Upon receit of the signal
openProductCatalog, it invokes the sub-machine ProductSelection, which
initially outputs a list of product items and then waits for further user input in
state Catalog. The system sends outputs to the user or known banks by instan-
tiating the output message, e.g., listProducts o; and sending it via calling the
method send of its outport object. The eShop example has exactly one outport,
called Out, hence, a message object o is send by calling Out.send(o). The user
can display the product details by sending the message productDetails to the
system. Not shown is the necessary parameter id of the product for which the
details shall be displayed. When the system is in state ProductDetails, the
user may add the displayed product to his cart and/or return to the catalog.
If enabled, the user can search for a particular product in state Catalog by
sending signal searchFor, which will return a list of products that match the
search term entered by the user. Again, the user may view the product details,
and add the product. It is also possible to return to the search or the catalog.

Anytime state ProductSelection is active, the user may view the cart’s
contents (goToCart) or proceed to checkout (proceedToCheckout). While the
user displays the contents of the cart, items can be removed (removeProducts)
before proceeding to the checkout (proceedToCheckout). When the user pro-
ceeds to the checkout the eShop invokes the submachine Checkout. Here, the
user is presented with a final summary, before selecting a payment method. De-
pending on the configuration of the eShop, the user may select from up to three
payment methods. The internal workings of the individual payment methods
are not modeled. When a customer has entered his payment data, s/he may
proceed to the validation (proceedValidation). Credit card payments will not
be validated unless the secureConnection flag is set to true. This flag is raised
whenever a high security eShop product is built. The eShop will send the pay-
ment data to the corresponding bank for validation (validatePayment). The
bank acknowledges the receiving of the data by sending a paymentComplete

signal to the eShop. If the data provided by the customer is correct and the
transaction is carried out, the bank sends the message valid, and otherwise
invalid. If a valid signal is received by the eShop it will continue to process
the order and lead the user back to the state Start. Otherwise, if the signal
invalid is received, the user is prompted again to choose the payment method
and data. The user can abort the checkout process at any time by sending a
cancelPayment signal to the eShop.

The variability model maps features to elements of the base model. In Fig-
ure 6, we give a meta-model for the variability modeling language as imple-
mented with Ecore. The language refers to concepts of elements from the UML
and to features from our feature modeling language. Multiple features mapping
to the same base model element are interpreted as a conjunction of features. Ad-
ditionally, each mapping has a Boolean flag that indicates whether the mapped
model elements are part of the product when the feature is selected (true) or
unselected (false).

Figure 7 shows an excerpt of the eShop variability model, where parts of the
feature model are depicted in the upper half and parts of the state machine’s
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Figure 6: Ecore meta-model of variability models

Base Model (excerpt)

Credit Card High

... ...

Mapping: TRUE

Standard

 Feature Model (excerpt)

SelectCreditCard [ ]/

Choose Payment Method Credit Card

Figure 7: Software product line design with annotative variability.

payment process are shown in the lower half. In between is the mapping, de-
noted by a dotted edge, from feature Credit Card to the transition labeled as
SelectCreditCard[]/.

The complete mapping in the variability model is as follows:

• Catalog, Payment and Security are mandatory and need no mapping.

• Bank Transfer maps to all transitions connected to state Bank Transfer.

• eCoins maps to all transitions connected to state eCoins.

• Credit Card maps to all transitions connected to state Credit Card.

• High maps to attribute secureConnection with its default value set to true.
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• Standard maps to attribute secureConnection with its default value set to
false.

• Search maps to all transitions connected to state Search.

We refer to the triple of feature model, base model and variability model as
the domain model. From such a domain model, product models can be resolved
for a given product configuration. In a model-based design process, implemen-
tation code or test cases can be derived automatically or semi-automatically
from these product models.

3 Model-based Testing for Product Lines

Systematic testing is the most common method for quality assurance of com-
plex software. A system under test (SUT) is executed with a systematically
constructed set of test cases, the test suite, and the observed system behavior
is compared with the expected one. The quality of a test suite is often mea-
sured in terms of requirements and/or code coverage. Constructing a test suite
which satisfies given coverage criteria by hand may be a tedious exercise. The
term model-based testing subsumes various techniques in which test suites are
constructed from a given model [50].

There are several such techniques: in some approaches test case models,
e.g., use case diagrams, are used for test case description and test implementa-
tion [32]. In other approaches, e.g., the classification tree method, test data is
generated from test data models [26]. In this article, we consider the automation
of test design, where a test suite is generated from a dedicated test model. The
test model contains test-relevant information about the intended behavior of
the system under test and/or the behavior of its environment. Each generated
test case is a sequence of test stimuli and expected system reactions. A test case
may also pose preconditions on the system’s state or configuration that must
be fulfilled before the test case can be executed. Additionally, it may specify
postconditions which must hold after the execution of the test case.

For software product lines, there are various possibilities to define model-
based testing processes. One approach is to resolve a representative set of prod-
ucts from a product line for the purpose of testing, and then to generate test
cases for these products. Another possibility is to generate tests from domain-
level artifacts, and to specialize this generic test suite to specific products. Sub-
sequently, we elaborate both approaches, and compare them. This material is
based on the forthcoming dissertation of the first author [43]. We have imple-
mented and evaluated both approaches in a prototypical tool “SPLTestbench”;
we report on the results using several examples.
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Figure 8: Product line testing.

3.1 Application-centered and Product-centered Test Gen-
eration

A test generation method for software product lines faces two challenges: cov-
ering a significant subset of products, and covering a significant subset of the
test focus on the domain-level. As the products in a product line share com-
monalities, there may be significant overlap in test suites, and test cases may
be applicable to more than one product.

As described in the previous section, a domain model consists of a base model
(e.g., a UML state machine), a feature model explicitly expressing the product
line’s variation points (e.g., a feature tree), and a variability model connecting
these two. From domain artifacts, application artifacts (products and tests)
can be derived. Based on this, we define two approaches to automated test
design for software product lines. These are depicted in Figure 8: application-
centered(AC) and domain-centered(DC) testing.

In the AC approach, first a representative set of products for testing is
selected. Then, test cases are generated from each of these models. The focus
of the test generation process is on satisfying a defined coverage for each test
model. This may lead to an overlap in the resulting test suites.

In contrast to this, in the DC approach the domain model is directly used
for test design. In this approach, the focus is on the behavior defined at the
domain-level; coverage criteria of single products are not considered. There is
still variability in the choice of the concrete products for which the test cases will
be executed. Both approaches are investigated in more detail in the following
paragraphs.

3.1.1 Application-Centered Test Design

Any test design method that binds the variability by selecting products before
the test design phase can be called application-centric (see Figure 9). Usually, it
is not feasible to build and test all possible products of a product line. Therefore,
in application-centered test design, product models to be tested are selected
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Figure 9: Application-centered test design process.

from the domain model before the test design starts. The selection is done
according to a predefined feature coverage criterion. For example, pairwise
feature coverage (see [47, 61]) is achieved when for each tuple of features all
valid combinations of feature presence and absence are represented by at least
one product model. Tests are performed only on the products corresponding to
the selected product models.

Using conventional test generation methods, test suites can be automatically
obtained from the selected product models. The test generator can be configured
such that is satisfies a certain model coverage criterion. In our example, this
may be any coverage criterion applicable to UML state machines, e.g., state or
transition coverage.

Since each test case is generated for one configuration, the resulting test
suite is specific to its respective product. Therefore, the test generation yields
application specific test suites. Due to the commonalities of the products of
a product line, a test case that was generated for one configuration may be
applicable to other configurations as well. Consequently, test cases that aim
for the same goals are executed over and over again. Therefore, there may be
significant redundancies in application-centered test suites.
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3.1.2 Domain-Centered Test Design

In order to avoid these potential drawbacks, in domain-centered test design
domain engineering level artifacts are used for test generation. This approach
preserves the variability until a product has been selected for test execution.

A major advantage of this approach is that one can focus on testing aspects
of the domain model, without having to derive products first. Thus, the overlap
of the results from independently generating tests for similar products can be
avoided. The coverage of test targets can be maximized, which leads to high-
quality test cases.

For domain-centered test design, all domain artifacts should be taken into
consideration. Using a base model as the only source of information is not ad-
equate. The base model lacks information about the features, and about the
associations of model elements to features. However, this information is impor-
tant for a test generator: Features impose additional constraints on the behavior
of the system. Since the base model contains implementation information for
all features, it may include contradictory requirements. It might not even be a
correct model according to the UML syntax. Thus, a challenge of this approach
is to merge a domain model, consisting of a feature model, variability model and
a base model, into a single model artifact that a standard test generator will
accept as valid input (Fig. 10). Subsequently, we describe two solutions to this
problem: 1) the step-by-step approach: sequentially excluding non-conforming
configurations during test design-time, and 2) the pre-configuration approach:
choosing a valid configuration before the design of individual test cases.

• The step-by-step approach: The key idea of the step-by-step approach
is to sustain the variability until it becomes necessary to bind it. Therefore,
at the beginning of each test case design the test case is applicable to any
valid product of the product line. Since not necessarily all valid paths in
the base model are applicable to all products, the test designer must take
account of test steps that bind variability. A test step must bind variability
if not all products do conform. Subsequently, the set of valid products for
this particular test case must be reduced by the set of non-conforming
products. Hence, each test case is valid for any of the remaining products
that do conform.

We implemented the step-by-step approach for state machines as follows.
The tracking of the excluded products can be achieved by introducing
a Boolean variable into the system class for each feature that is not a
core feature (feature variable). This variable is set whenever a transition
added to a test case forces the mapped feature to be present (true) or
prohibits its presence (false). For preventing repeated assigning to such
a feature variable, an additional control variable is necessary. Therefore,
another Boolean variable is added for each non-core feature to the system
class (control variable) and must be initialized with false. Each of these
variables tracks whether the corresponding feature has not yet been set
and is thus free (false) or was already set (true). In the latter case, no
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Figure 10: Domain-centered test design process.
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further assignments to the feature variable are allowed as the feature is
bound to the value of the corresponding feature variable.

The guards and effects on the transitions of the respective state machine
can then be instrumented with these variables to include variability in-
formation in the state machine. For each feature fi that is mapped by a
mapping mfi,t to a transition t, its partial feature formula pffi,t is derived:
A partial feature formula for a particular feature f is constructed as a con-
junction of (i) the feature f itself, (ii) f ’s parents p, and (iii) every feature
r that is required by f . Depending on the structure of the feature model,
not all features related to f are captured by this approach. Any parent
or required feature may require additional features. Therefore, steps (ii)
and (iii) are repeated for every p and r until the formula is stable. So
far, the formula contains features that must be selected for f , but since
some of the selected features may require the absence of other features, we
combine the formula with another conjunction of (iv) features excluded by
already selected features and (v) alternative features. Finally, the formula
can be reduced by removing all core features, because they are a manda-
tory part of every product. For instance, the partial feature formula for
the CreditCard feature from our eShop example is:

F =CreditCard ∧High ∧ ¬Standard

Since we have now derived all features that have to be accounted for before
taking transition t, we collect them in a single conjunction:

Gt =

n∧
i=1

pf fi,t

We still have to incorporate the protection against repeated writings by
substituting each feature literal in Gt with the following expression: (¬fc∨
(fv == mf,v)), where fc is the control variable of feature f , fv is the fea-
ture variable of f , and mf,t is the value of the feature mapping’s flag
associated with transition t. The resulting expression can safely be con-
joined with t’s original guard.

Finally, t’s effect must bind the variability of all associated features. This
is possible by setting the control variable fc to true and the feature variable
fv to the value of its mapping’s flag for each feature that appeared in Gt.
Thus, for each feature f in Gt we append the following code to the effect
of transition t:

if ¬fc then
fc ← >
fv ← mf,t

Once the test generator executes this code, the feature is bound and it is
not possible to change the binding for this test case anymore. Figure 11
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SelectCreditCard 

[ (¬CreditCardc V CreditCardv) 

Λ (¬Highc V Highv) 

Λ (¬Standardc V ¬Standardv) ] / if (¬CreditCardc){

CreditCardc = TRUE;

CreditCardv = TRUE;
}
if (¬Highc){

Highc = TRUE;

Highv = TRUE;
}
if (¬Standardc){

Standardc = TRUE;

Standardv = FALSE;
}

Choose Payment Method Credit Card

Figure 11: Excerpt of the merged domain model with step-by-step approach
applied.

shows the result of merging the domain model into a single UML state
machine for the excerpt of the eShop introduced in Figure 7.

After test generation has finished, the valid configurations for a particular
test case can be read from the feature variables in each test case. Since
the test cases may contain variability we obtain an incomplete configu-
ration from each test case. An incomplete configuration is a configura-
tion that supports a three-valued semantics for features instead of two
values. The first two values are the same as in normal configurations (se-
lected/unselected), the third stands for undecided. An undecided feature
expresses variability by making no premise on the presence of the feature.
Hence, each of the resulting test cases is generic for any product of the
product line that conforms to the following: For each control variable
that is evaluated to true, the corresponding feature variable evaluation
indicates whether this feature must be selected or unselected in the prod-
uct. Features for which the respective control variable evaluates to false
are yet undecided and thus not evaluated.

• The Pre-Configuration Approach: In the pre-configuration approach,
test goals are selected from the domain model and also the test design is
performed on this model similar to the step-by-step approach. However,
during the design of an individual test case, the product configuration is
fixed from the beginning of each test case and must not change before a
new test case is created. Consequently, within a test case the test designer
is limited to test goals that are specific to the selected product configura-
tion. Thus, satisfying all domain model test goals is a matter of finding
the appropriate configurations.

We implemented the pre-configuration approach by adding a configuration
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SelectCreditCard [CreditCard Λ High Λ ¬Standard]/

Choose Payment Method Credit Card

Figure 12: Excerpt of the merged domain model in the pre-configuration ap-
proach.

signal to the very beginning of the base model. To this end, we introduce
a new state to the state machine, redirect all transitions leaving the initial
state to leaving this new state, and add a transition between the initial
state and the new state. Due to the UML specification the redirected
transitions must not have a trigger, which is why we can add a trigger
for configuration purposes to each of them. The trigger listens to a con-
figuration signal that carries a valuation for all non-core features. The
guard of these transitions must protect the state machine to be configured
with invalid configurations and thus contains the propositional formula
corresponding to the product line’s feature model. Since any configura-
tion that is provided by the signal must satisfy the guard’s condition, only
valid configurations are accepted.

After validating the configuration, the parameter values of the signal will
be assigned to system class variables by the transition’s effect. Hence, for
each non-core feature a boolean variable, indicating whether the feature
is selected or not, is added to the system class. Again, transitions specific
to a set of products are protected by these variables. This is similar to
the step-by-step approach, where the base model behavior is limited to a
potential behavior of an actual product. However, control variables need
not to be checked during test design, since the configuration is fixed and
valid from the beginning of each test case. Therefore, it is sufficient to
derive the partial feature formulas pf for all features fn that are mapped
to a transition t by a mapping mfi,t and construct a conjunction from
these formulas:

Gt =

n∧
i=1

pf fi,t.

For conjoining Gt with t’s guard, the feature literals must be exchanged
by the corresponding feature variables from the class. Figure 12 depicts
the resulting merged domain model for this approach. As a result, no
product can conform to any test case’s first step, since it was used to set
the configuration and does not present the real system’s behavior. In a
simple post-processing action, this configuration step can be removed from
the test cases before testing is performed.

With these transformations to the base model, a test designer can create
test cases for the product line. However, each test case will be specific to
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one configuration. In order to create generic test cases which are applicable
to more than one product, we can apply a model transformation.

The additional transformation steps consist of adding Boolean control
variables for each non-core feature to the system class. These control
variables are initialized with false. Effects on transitions are added which
change them to true when traversed by the test generator. More precisely,
for every transition t that is mapped to a feature f by a mapping mf,t, the
following code needs to be appended to the effect of t for every mapped
feature f :

if ¬fc then
fc ← >

A test generator will set every control variable for all features associated
with that transition, when this transition is added as a step to a test case.
Hence, each control feature that is still false at the end of a test case
indicates a free variation point. This result can be captured in a reusable
test case for a subsequent selection of variants for testing.

3.2 An Evaluation of Product Line Test Generation

In this section, we present an implementation and evaluation of the two DC
test design approaches described above, and compare them to AC test design
methods.

3.2.1 A Prototypical Tool Chain

Our prototypical SPLTestbench is depicted in Figure...
It consists of five major components:

(i) a feature injector to merge domain models as introduced in section 3.1.2,

(ii) a model printer that exports the model to a test generator-specific format,

(iii) an adapter for third-party test generators,

(iv) a configuration extractor that collects incomplete configurations from the
generated test cases, and

(v) domain-specific languages [71] that facilitate design and data processing
of feature models, variability models, and configuration models.

An important component in this workbench is the model-based test gener-
ator (iii). This is a tool which takes a test model (e.g., a UML state machine),
and produces a set of test cases from it. Since this paper deals with test gen-
eration for product lines, we do not describe and compare different algorithms
for model-based test generation. The interested reader is referred to the litera-
ture [13]. There are several test generators available, both from industrial and
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Figure 13: Workflow of the SPLTestbench.

21



Figure 14: Perspective of the SPLTestbench.
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Figure 15: Menu options in the SPLTestbench.

academic sources [31]. In our implementation and experiments, we used Con-
formiq Designer [70] and Real-Time Tester [59] as external test case generators.

Figure 13 depicts the work flow a test engineer has to follow when using
our SPLTestbench. The SPLTestbench is implemented as Eclipse plug-ins. The
plug-ins are shown in the screenshot in Figure 14. On the left hand side the
project layout is shown. In the center view, a currently opened UML state
machine is depicted, which subsumes all possible behaviors of the SUT. On the
right hand side, we see the feature model in a tree view editor. Below, we find the
feature mapping editor with a property view on the currently selected feature
mapping. Figure 15 shows how the components (i), (ii), and (iv) integrate into
the Eclipse IDE. Each of the three menu items starts an individual wizard that
guides the user through the details of the respective process.

3.2.2 Experimental Results

Now, we describe the experiments we performed to evaluate our approaches. We
used several example product lines, including the eShop example from above.
For our experiments we generated tests according to both presented approaches,
AC and DC test design. For AC test design we sampled products according to
two different feature model coverage criteria: all-features-included-excluded and
all-feature-pairs [60]. As the name indicates, the criterion all-features-included-
excluded is satisfied if in the set of sampled products, for each feature there is
one product in which it is selected, and another one in which it is desected.
The criterion all-feature-pairs or pairwise holds of a sampling, if for every pair
of features (f1, f2) there are products where f1 and f2 are both selected, one
where neither f1 nor f2 is selected, one where f1 is selected and f2 deselected,
and one where f1 is deselected and f2 selected. Details of the model sampling
procedure will be described in section 5.

Conformiq designer supports control-flow, branching, requirements, and path
coverage criteria. For the individual state machine models as well as for the
merged state machine model we required all-transition coverage from the test
generator [73]. There would be other, more sophisticated metrics for state
machines to consider [24, 18, 30]. However, with this criterion we maintain
comparability to other studies, e.g., in [44].

We were able to generate test suites for both approaches with all the afore-
mentioned parameters for all examples. In order to compare the results, we
counted

• the number of test cases,
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Table 1: Test cases, test steps, and configurations for each of the presented
approaches with the eShop example.

Approach

AC-IX AC-PW DC-Pre DC-Step

Tests 20 71 13 13

Test Steps 135 486 48 39

Configurations 2 7 4 2

• the test steps that were generated by the test generator, and

• the number of configurations that are necessary to execute the test cases.

These are important criteria when estimating test efforts: The number of con-
figurations is a major factor, since every configuration must be built, setup,
and maintained for testing. The number of test steps is an indicator for the
efforts for test design and maintenance. Finally, the number of tests of interest
when put in relation to the test steps. This gives the average test case length,
which affects the efforts for debugging. With increasing length of a test case it
becomes more difficult to isolate a fault within the SUT.

The results for these measures are shown in Table 1 for each individual
approach: AC with all-features-included-excluded (AC-IX) as well as with pair-
wise (AC-PW) coverage and DC with pre-configuration (DC-Pre) as well as
with step-by-step (DC-Step). The AC-PW approach scores the highest values
for all measures since it applies the strongest feature coverage criterion and
thus covers a maximum of configurations. Consequently, more test cases and
test steps are generated than for any other approach. In contrast, the DC-Step
yields the lowest scores for any measure, while at the same time — as stated
in section 3.1.2 — it is focused on covering every reachable transition. We take
this as an indicator for DC test design to scale better than AC approaches.
We performed similar experiments on several other examples, with comparable
results.

Concluding, DC test design produces test suites with a significantly lower
number of tests and test steps than AC test design. Thus, test execution efforts
are much lower for these test suites. As we will see in section 5, this does not
necessarily lead to a lower error detection capability.

4 Assessment of Product Line Test Suites

In the previous section, we evaluated test generation algorithms with respect to
the size and complexity of test suites. However, testing usually is performed to
detect errors in an implementation. Thus, the complexity may not be the only
quality criterion which is important for a test suite. The “effectiveness” of a test
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suite is often called its error detection capability. Given a test suite and an SUT,
test execution will show up whether the implementation contains errors or not.
Thus, by repeatedly executing a test suite with a faulty SUT, the error detection
capability of the test suite can be measured. However, if the SUT doesn’t exist
yet, what is the error detection capability of the test suite? In a product line
development, often it is impossible to construct all possible products in advance.
As an example, the software for the embedded control units in a car is highly
dependent on which features are present in the car. It is constructed only when
the car is actually built, according to the orders of the customer. Given a test
generation algorithm, how can we decide whether the generated test suite is
adequate? Can we compare different product line test generation methods with
respect to the quality of their result? Test assessment is an integral part for
evaluation of the concepts presented in the previous section. This section builds
the foundations for assessing the quality of a product line test suite in terms
of its error detection capability. Though there are many methods proposed for
testing a product line, until now, quality assessment of test suites mostly is
limited to measuring code, model and/or requirements coverage [52, 17].

A generally acknowledged approach to measure the error detection capability
of a test suite is mutation analysis. Artificial faults are inserted into an SUT to
form a mutant. Then, the test suite is executed and it is observed how many
of the errors in the mutant are detected. In product line engineering, mutation
analysis so far has been applied to individual products of a product line only.
This “product-level approach” has two major drawbacks:

• Firstly, developers can make errors in all kinds of artifacts, not only on
product models. For example, there could be faults in the base model
or variability model as well. This can lead to new kinds of faults in the
products.

• Secondly, in the product-level approach the selection of products to mutate
is biased by the selection of products for testing. Therefore, the mutation
analysis assesses the quality of the tests for particular products. It is
unclear how to combine the results to get an assessment for the whole
product line.

To better understand which errors can occur in model-based product line
engineering, we consider the different design paradigms discussed in section 2
(annotative, compositional and transformational variability modeling, see Fig-
ure 3). We analyze potential errors in the respective design processes. From
this, we develop mutation operators for variability and base models to mimic
possible faults in these models.

To tackle the second problem, we define a mutation system and specific
mutation operators for domain-level artifacts. This enables us to assess the
test quality independently from the tested products. Subsequently, the error
detection capabilities of a test suite can be assessed for the complete product
line.
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4.1 Potential Errors in Model-Based Product Line Engi-
neering

The feature mapping has a major impact on the resolved products in a product
line. However, designing a variability model is a complex and error-prone task,
which is hard to automate. We identify potential errors in this process in a
systematic way. We check each modeling paradigm for possibilities to

• omit necessary elements,

• add superfluous element, or

• change the value of an element’s attribute.

For each potential error we discuss its effects onto the resolved products.

Annotative Variability Modeling

In the annotative variability paradigm, the following model elements for poten-
tial errors in the variability model can be identified: mappings, their attribute
feature value, mapped feature, and the set of mapped elements. The errors
which can be made on these model elements and their effects are as follows:

1. Omitted mapping: a necessary mapping is left out by its entirety. Sub-
sequently, mapped elements will be part of every product unless they are
restricted by other features. As a result, some or all products unrelated to
the particular feature will include superfluous behavior. Products includ-
ing the mapped feature are not affected by this error, since the behavior
is now part of the common core and, thus, enabled by default.

2. Superfluous mapping: a superfluous mapping is added, such that a pre-
viously unmapped feature is now mapped to some base model elements.
This may also include adding a mapping for an already mapped feature,
but with inverted feature value. Adding a mapping with feature value
set to true results in the removal of elements from products unrelated to
the mapped feature. Contrary, adding a mapping with feature value set
to false removes elements from any product which the mapped feature is
part of. In any case the behavior of at least some products is reduced.

3. Omitting a mapped element: a mapped model element is missing from the
set of mapped elements in a mapping. Subsequently, a previously mapped
element will not only be available in products which the said feature is
part of, but also in products unrelated to this feature. As a result, some
products offer more behavior than they should or contain unreachable
model elements.

4. Superfluously mapped element: an element is mapped although it should
not be related to the feature it is currently mapped to. As a result the ele-
ment becomes unavailable in products which do not include the associated
feature. The product’s behavior is hence reduced.
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5. Swapped feature: the associated features of two mappings are mutually ex-
changed. Subsequently, behavior is exchanged among the two features and
thus, affected products offer different behavior than expected. The result
is the same as exchanging all mapped elements among two mappings.

6. Inverted feature status: the binary value of the feature value attribute is
flipped. The mapped elements of the affected mapping become available
to products where they should not be available. At the same time, the
elements become unavailable in products where they should be. For ex-
ample, if the feature value is true and is switched to false, the elements
become unavailable in products with the associated feature and available
to any product not including the said feature.

This enumeration covers all basic errors which can be made in the variability
model. Other errors can be described by combinations of these basic errors. In
the next subsection, we will use them to define fault injection operators.

Compositional Variability modeling

In domain modeling with compositional variability, a mapping is a bijection
between features and modules composed from domain elements. Potential errors
in variability models can be made at mappings, mapped feature, and mapped
module. Similar to above, we identify the following potential errors:

1. Omitted mapping: a necessary mapping is missing in its entirety.

2. Superfluous mapping: a superfluous mapping is added.

3. Swapped modules: the associated modules of two mappings are mutually
exchanged.

4. Swapped features: the associated features of two mappings are mutually
exchanged.

Transformational Variability Modeling

For other paradigms, like delta modeling [64], we make similar observations. In
contrast to compositional variability models, transformational variability models
start from an actual core product, instead of a base model. From this, only the
differences from one product to another are defined by delta modules.

Similar to above, errors in delta modeling include omitted or superfluous
deltas, omitted or superfluous base elements, and omitted or superfluous delta
elements. Since there are no attributes in deltas other than add/remove, changes
in deltas can be neglected.

To sum up, a systematic analysis according to the three categories ‘add’,
‘remove’, and ‘change’ yields a list of all potential errors for each modeling
paradigm. Subsequently, we will use the identified error possibilities in a fault
injection framework to assess product line test suites.
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Figure 16: Mutation process for product line systems

4.2 Mutating Domain Models

As discussed in the previous subsection, model-based product line engineering
bears the risk for new kinds of errors compared to single systems engineering.
Current test design methods and coverage criteria are not prepared to deal with
these errors and resulting faults. We propose a mutation system for assessing
the error detection capability of a product line test suite. Note that in contrast
to other authors, we assess the test quality for the whole product line rather
than for single products.

To define our mutation system we need novel mutation operators. Mutation
operators defined for non-variant systems cannot add or remove features. How-
ever, a high-quality test suite should also detect such faults. Hence, we propose
new mutation operators based on the potential errors identified in Section 4.1.

4.2.1 A Mutation System for Product Lines

Performing mutation analysis on product line tests is different from non-variant
system tests, since in contrast to conventional mutation systems, a mutated
domain model is not executable per se. Thus, testing cannot be performed until
a decision is made towards a set of products for testing. This decision depends
on the product line test suite itself, since each test is applicable to just a subset
of products.

In Figure 16, we depict a mutation process for assessing product line test
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suites, which addresses this issue. Independently from each other, we gain (a)
a set of domain mutants by applying mutation operators to the domain model
and identify (b) a set of configurations describing the applicable products for
testing. We apply every configuration in (b) to every mutant in (a), which
returns a new set of product model mutants. Any mutant structurally equivalent
to the original product model is immediately removed and does not participate
in the scoring. The mutant product models are resolved to mutant products,
and, finally, tests are executed. Our mutation scores are based on the domain
model mutants, hence we establish bidirectional traceability from any mutant
domain model to all its associated product mutants. If a product mutant is
detected (“killed”) by a test, we backtrack its domain model mutant and flag
it accordingly. The mutation score is the quotient of the detected and overall
number of mutants.

In the mutation or resolution process, models may be generated which are
invalid (syntactically incorrect). Of course, such mutants must be discarded.
For all mutation operators, there is a risk that mutants are materialized which
behave equivalent to the original product (so-called “masked mutants”). For
example, a masked mutant is generated when the mutated element is part of
a disabled feature. Of course, masked mutants should be excluded from the
scoring. However, the question whether a mutant is masked is in general unde-
cidable. Our mutation systems filters mutants which are structurally equivalent
to the original product model.

4.2.2 Product Line Mutation Operators

Here, we present a list of mutation operators for variability models with anno-
tative variability. We start with standard state machine mutation operators,
applied to the domain-level.

Mutation operators for the base model: In general, for product line test
assessment it is not necessary to mutate classes in UML state machines [38].
The system’s logic is designed in the state machine diagrams, while the classes
are merely containers for variables and diagrams. Many mutation operators for
state/transition systems have been defined in the literature, see, e.g., [23, 55,
7, 8]. For product line tests, it is sufficient to consider only operators based on
transitions, as these have the strongest impact on the behavior of the SUT.

Our mutation system provides the following mutation operators for the base
model:

• Delete Transition (DTR)

• Change Transition Target (CTT)

• Delete Effect (DEF)

• Delete Trigger (DTI)

• Insert Trigger (ITG)
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• Delete Guard (DGD)

• Change Guard (CGD)

These operators are selected and implemented such that they cover most of
the state machine mutation operators which are found in the literature.

Mutation operators for the variability model: Now, we describe mutation
operators according to the potential errors in the feature mapping identified in
Section 4.1. We comment on hidden, invalid, and equivalent mutants where
appropriate.

Delete Mapping (DMP) The deletion of a mapping will permanently enable the
mapped elements, if they are not associated to other features that con-
strain their enabledness otherwise. In our examples, no invalid mutants
were created. However, for product lines that make heavy use of mutual
exclusion (Xor and excludes) this does not apply. The reason for this are
competing UML elements like transitions that would otherwise never be
part of the same product. Multiple enabled and otherwise excluding tran-
sitions are possibly introducing non-determinism or at least unexpected
behavior.

Some product mutants created with this operator might behave equivalent
to an original product. This is the case for all products that include
the feature for which the mapping was deleted. Since these mutants are
structurally equivalent to the original product model, they are easy to
detect.

Delete Mapped Element (DME) This operator deletes a UML element reference
from a mapping in the variability model. It resembles the case, where a
modeler forgot to map a UML element that should have been mapped.

Similar to the delete mapping operator, this operator may yield non-
deterministic models, where otherwise excluding transitions are concur-
rently enabled. Product mutants equivalent to the original product model
can be derived, if the feature associated to the deleted UML reference is
part of the product. Again, this is results in structural equivalence to the
original product.

Insert Mapped Element (IME) This operator inserts a new UML element ref-
erence to the mapping. This is the contrary case to the operators defined
before, where mappings and UML elements were removed. However, in-
serting additional elements is more difficult than deleting them, since a
heuristic must be provided for creating such an additional element. We
decided to copy the first UML element reference from the subsequent map-
ping. If there are no more mappings, we take the first mapping. This op-
erator is not applicable if there is just one mapping in the feature mapping
model.
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Again, there is a chance of creating invalid mutants: If a UML element
reference is copied from a mutually excluded mapping, the resulting model
may be invalid due to non-determinism.

Also structurally equivalent mutants are created, when the features from
the subsequent mapping, which acts as source for the copied element, and
the target mapping are simultaneously activated in a product.

Swap Feature (SWP) Swapping features exchanges the mapped behavior among
each other. This operator substitutes a mapping’s feature by the following
mapping’s feature and vice versa. The last feature to swap is exchanged
with the very first of the model.

Non-deterministic behavior and thus invalid models may be designed by
this operator. This is due to the fact that the mutation operator may
exchange a feature from a group of mutually exclusive features by an
unrestricted feature. In consequence, the previously restricted feature is
now independent, while the unrestricted feature joins the mutual exclusive
group. This may concurrently enable transitions which results in non-
deterministic behavior.

We gain structurally equivalent mutants, if the two swapped features are
simultaneously activated.

Change Feature Value (CFV) This operator flips the feature value of a map-
ping. A modeler may have selected the wrong value for this boolean
property of each mapping.

The operator must not be applied to a mapping, if there is a second
mapping with the same feature, but different feature value. Otherwise,
there will be two mappings for the same feature with the same feature
value, which is not allowed for our feature mapping models.

This operator may yield invalid mutants, if it is applied to a mapping
that excludes another feature. In that case, two otherwise excluding UML
elements can be present at the same time, which may result in invalid
models, e.g. two default values assigned to a single variable or concurrently
enabled transitions.

There are other possible domain model mutation operators, which, however,
are of minor importance. For example, inserting superfluous mappings does not
seem to be necessary: it remains unclear which and how many UML elements
should be selected for the mapping. In most cases, such an operation will lead
to invalid mutants.

In a basic mutation experiment, each operator is used for each applicable
model element exactly once. To get an idea of the complexity, consider the
following numbers: For our eShop example, which has about 10 features and
44 state chart elements (states and transitions), after filtering this yields 152
product line mutants, which are resolved into 574 mutated products. Of course,
it is possible to generate an arbitrarily higher amount of mutants by repeated
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application and combination of mutation operators. However, it is doubtful
whether this brings about new insights.

4.3 Evaluation

To evaluate the above ideas, we performed a mutation analysis on three example
product lines, including our eShop example. With our prototypical SPLTest-
bench, we developed and adapted the domain models for the examples. Then
we derived a test suite for each example by applying the techniques described
in section 3. The external test generator was set to transitions coverage. For
the eShop example, this generated 13 test cases with a total of 103 test steps.
From the generated test suite, the SPLTestbench selected 4 variants for testing
and resolved mutated product models from the mutated domain model.

Since there were no implementations available for our examples, we decided
to generate code from the mutated product models and run the tests against
them. (Note: Generating code and tests from the same basis for testing the
code is not advisable in productive environments, since errors propagate from
the basis to code and tests. However in our case, tests are executed against
code derived from mutated artifacts, while the test cases were generated from
the original model.) To derive our implementations, we implemented a small
code generator transforming product models into Java. Another transformator
generates executable JUnit code from the tests which we gained from the test
generator. The mutation system then collects all the code artifacts, executes
the tests against the product code, and finally reports the mutation scores for
all tests and for every operator individually.

For the eShop example, on the 574 mutated products there were in total
1855 tests executed. All of the transformations above and the mutation system
are integrated into the SPLTestbench. The test execution is fully automatic and
is done within a few minutes.

For each mutation operator we measured the mutation score as the quotient
of detected mutants by generated mutants. The results for all mutation op-
erators from the previous subsection is shown in Table 2. In the last column
of this table, we show the weighted average for each mutation operator. The
weighted average takes the number of product line mutants for each example
and operator into consideration.

The table shows some interesting effects. For most of the operators we gain
mutation scores between 60% and 100%. This is in the expected range for test
suites generated with the all-transitions coverage on random mutants [72, 44].
However, there are some notable exceptions: DMP (0%) and DME (0%) on fea-
ture mappings, ITG (21.67%) and DGD (41.18%) on base models. The reason is
that these operators add superfluous behavior to the product. Errors consisting
of additional (unspecified) behavior are notoriously hard to find by specification-
based testing methods. Specification-based testing checks whether the specified
behavior is implemented; it cannot find unspecified program behaviors (e.g.
viruses). Program-code-based testing checks whether the implemented behav-
ior is correct with respect to the specification; it cannot find unimplemented
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Table 2: Mutation scores per operator (and number of products)
Op. eShop Example #2 Example #3 Average

DMP 0% (4) 0% (5) 0% (8) 0%
DME 0% (14) 0% (8) 0% (21) 0%
IME 75% (4) 40% (5) 50% (8) 53%
SWP 100% (4) 60% (5) 63% (8) 71%
CFV 100% (4) 100% (5) 87.50 (8) 94%

DTR 89% (28) 84% (19) 63% (19) 80%
CTT 64% (28) 63% (19) 37% (19) 56%
DEF 100% (16) 82% (17) 62% (13) 83%
DTI 83% (23) 100% (13) 94% (17) 91%
ITG 21% (24) 28% (18) 17% (18) 22%
DGD 0% (1) 43% (14) 50% (2) 41%
CGD 100% (2) 69% (48) 90% (10) 73%

requirements (e.g. missing features).
To solve this problem, we must not only check whether a required feature

is implemented, but also whether a deselected feature is really absent. One
possibility for this is to add product boundary tests, which are automatically
generated from the domain model. An detailed elaboration of this idea can be
found in [74]. Another possibility is to admit so-called “negative tests”, which
are constructed manually and test whether a certain behaviour is absent. This
idea will be followed in section 6.

5 Test-driven Product Sampling

In a large product line with one hundred or more features, there might be up
to 2100 ' 1030 possible products. Clearly, it is impossible to build and test all
of these products. In this section, we address the question which products of a
large product line should be selected for testing. In practical applications, the
choice is often done by some heuristics (e.g., “test one minimal and one maximal
product with respect to the number of features”, or “test those products which
the customers are most likely to order”).

However, it is not clear whether the error detection capabilities of these
heuristic choices are acceptable. From a systematic point of view, there are
different criteria on the selection. One possibility is to select a minimal number
of different configurations such that each test case is executable in at least one
product. This minimizes the amount of tested products, and thus reduces the
testing effort. Other possibilities are to minimize or maximize the size of product
configurations in terms of activated features, or the diversity of configurations.
The question is which method offers an acceptable error detection rate in relation
to the testing effort.

Subsequently, we address the question how the sampling of configurations
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from test cases affects the effectivity of product line testing. Using our domain-
centered test design methods described in section 3.1, the domain test cases can
be used to sample product configurations for testing. We describe experiments
to measure the effect of different sampling criteria on the error detection rate.
We consider the following criteria:

• Sampling as many or as few configurations as possible,

• sampling large or small products in terms of activated features, and

• sampling diverse or random products.

Our expectation is that selecting many, large, and diverse products yields the
highest fault detection capability and test effort. Firstly, testing many products
should decrease the chance of missing faults which are specific to some particu-
lar combination of features. Secondly, selecting large products for testing should
expose faults arising from feature interactions. Thirdly, testing diverse prod-
ucts, rather than testing similar products, should increase the error detection
capability.

In order to confirm these expectations, we develop a method for product
selection from domain test cases. This method allows us to perform experiments
with different sampling criteria. The assessment of error detection capabilities
is done by the mutation system presented in the previous section. We analyze
the results for all three examples of the previous section, including the eShop,
and give recommendations for practical use.

From the resulting product configurations, products can be resolved and
finally the tests can be executed against their associated product. In the next
section, we present optimization criteria for sampling configurations from such
generic test cases.

5.1 Sampling Configurations from Generic Test Cases

In this subsection we address the question how to sample product configura-
tions from a test suite. In domain-centered test design, an incomplete product
configuration is created and stored with each test case during test generation.
Product configurations can be sampled from these incomplete configurations
by assigning a concrete value (true of false) to each undecided feature. Since
there is a choice to make, we can apply an optimization criterion. The sam-
pling should be such that the likelihood of detecting faults in the product line
should be maximal, while the test effort is kept reasonably low. Since test cases
were selected according to a model coverage criterion, every test case should be
executable at least once. Moreover, in order to keep test efforts low, test cases
should not be executed more than once.

Due to the fact that feature models are representable as propositional for-
mulas, the problem of sampling configurations can be viewed as a boolean satis-
fiability problem. In order to search for an solution to an optimization criterion,
we represent it as a constraint satisfaction problem. First, we describe the prob-
lem of sampling a product configuration from an incomplete configuration as a
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propositional formula. On this basis, we then define minimization and maxi-
mization criteria to sample large, small, few, many, and diverse variants from a
set of incomplete configurations.

5.1.1 Random Sampling

The first challenge is to complete a given incomplete product configuration.
This problem can be solved straight-forward by a SAT solver. We use the Java
constraint programming solver JaCoP [42] which is based on the DPLL SAT
algorithm. We declare for each feature f in F an new variable vf with an
appropriate domain. The domain varies depending on the feature’s assignment:

• f = true then the domain of vf is {1}

• f = undecided then the domain of vf is {0, 1}

• f = false then the domain of vf is {0}

An additional constraint is the propositional formula representing the feature
model (see Figure 2). JaCoP is now able to make a random assignment to each
undecided feature and check the solution for consistency with the feature model.
This method can be repeated individually for every incomplete configuration in
the given test suite.

5.1.2 Targeted Sampling

The above procedure yields a set of product configurations which may not be
optimal. From each test case, a separate product is sampled. There is no
systematic check whether a product is appropriate for several test cases. In the
following, we define and use optimization criteria for this purpose. We consider
the following criteria:

• Few/many configurations,

• small/large configurations (in terms of selected features),

• diverse/random configurations, and

• combinations of these criteria.

The optimization should be such that for every test case there is a valid con-
figuration, and for every sampled configuration there is an associated test case.
Thus, for a test suite with m test cases, we will not sample more than m prod-
ucts. For an automated sampling of products, we now formulate these criteria
as boolean optimization problems, which can be solved automatically by a con-
straint solver.
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a) Optimizing the amount of distinct configurations. The aim is to
select either few or many products to execute every test case in the given test
suite exactly once. From a product configuration with features Fn : f1, . . . , fk,
in JaCoP we define the binary number

bn = (vf1vf2 . . . vfk−1
vfk)2,

where vfi is the variable associated with feature fi (see above). For a test
suite with m test cases, we define the set Z as the collection of all bi, where
1 ≤ n ≤ m:

Z = {b1, b2, . . . , bm−1, bm}

With such an encoding, we can ask the constraint solver to find a variable
assignment for the vfi respecting additional criteria. To optimize the amount
of distinct configurations, we define a cost function as the cardinality of Z:

costa = |Z|

Now we can ask JaCoP to find a solution which minimizes or maximizes this
cost function. The resulting set of configurations has between 1 and m elements.

b) Optimizing the Size of all Configurations. For minimizing the size of
a set of configurations, we define its size as the sum of all selected features in
all configurations. For constraint solving, we interpret ‘selected’ as numerical
value ‘1’ and ‘deselected’ as ‘0’ respectively. In JaCoP, we define the size of a
single product configuration as follows:

sn =
∑k

i=1 vfi .

When we accumulate sizes of all product configurations, we can ask JaCoP
to optimize towards either a minimal or maximal overall size:

costb =
∑m

n=1 sn.

Here, maximization achieves large product configurations and minimization
small product configurations. The cost of the smallest solution is 2 ×m, hav-
ing the root feature and only one other feature enabled (2), multiplied by the
amount of test cases (m). The highest cost is k ×m, where every feature k is
selected in every test case m This is the result of assigning a single product with
all features activated to all test cases.

c) Optimizing the Diversity of Configurations Similar to a) and b), we
define diversity over a set of m test cases and k features. First we establish
a relation between a single feature i over all configurations. The goal is to
have each feature as often selected as deselected to obtain the most different
assignments.

We achieve this by calculating the diversity di of each feature fn,i, where
1 ≤ n ≤ m and 1 ≤ i ≤ k:
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di =
∑m

n=1 vfn,i

Next, we calculate the deviation from optimal diversity, which is m/2, be-
cause we want a feature to be equally often selected and deselected over all
n configurations. Subsequently, the deviation of a feature fi from its optimal
diversity is calculated by |di− (m/2)|. Finally, we achieve maximal diversity by
minimizing the sum of all deviations:

costc =
∑k

i=1 |di − (m/2)|

The minimal costs for a solution to this problem is 0 with product configurations
being maximally diversified. The highest cost are (m/2) × k, where the same
configuration is sampled for every test case.

It should be noted that this approach does not maximize the amount of
sampled product configurations, but their diversity. Inherently, this leads to
a solution with few unique product configurations, although there might be
solutions with more product configurations but less diversity. A possibility to
increase the amount of product configurations is to combine the two criteria
diversity and maximization.

d) Combinations Now we look at combinations of the previously defined
constraints, e.g., many with large and diverse configurations. All the above
criteria can be combined, with the exception of

• few with many product configurations, and

• small with large product configurations.

Of course, costs cannot be summed up directly if the optimization targets
are conflictive, e.g. if large and diverse should be combined, the targets are min-
imization and maximization. In this case, a decision for an overall optimization
target must be made (min or max) and the costs of the criterion not fitting that
target must be inverted. Costs are inverted by subtracting the solution’s costs
from the expected maximal costs.

5.2 Evaluation

For evaluation of the proposed methods, we extended our SPLTestbench to
support optimization-driven product sampling from incomplete product config-
urations. The sampling process is supported by Eclipse plug-ins to configure
the sampling and start the sampling process as depicted in Figure 17.

As an example to evaluate the optimization criteria, we use our eShop prod-
uct line. Test case generation from the variability model was discussed in sec-
tion 3.1. Here, we use the test cases generated with the step-by-step method
to measure the effects of sampling for different optimization criteria on the test
case’s error detection capability. We compare the results to include/exclude-
all-features and pair-wise combinatorial testing from application-centered test
design.
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Figure 17: Project options in SPLTestbench for sampling products.

For assessing the error detection capability, we use the product line mutation
framework presented in section 4.2.1. For our experiment, we apply both of the
supported types of mutation operators: behavioral operators, which mutate the
state machine model, and variability operators, which mutate the variability
model. However, we did not apply the operators DMP, DME and ITG. As
discussed before, mostly these operators add superfluous behavior, which cannot
be detected by model-generated test suites.

We sampled configurations for all sampling criteria in isolation and for the
four combinations Few+Small+Div, Few+Large+Div, Many+Small+Div, and
Many+Large+Div. As a comparison value, we also consider the numbers for
AC test design. The results can be seen in Table 3. In this table, the number of
automatically sampled configurations is shown in the first column. This num-
ber is responsible for much of the testing effort. The second column shows the
number of test executions. For a given DC sampling, every test case is executed
exactly once. In contrast, for AC test design, test cases are generated individ-
ually for each variant. Hence, here we gain more test cases and subsequently
more test executions. The third and fourth column give the achieved mutation
score on the base model and on the variability model, respectively.

The test suite contains 13 test cases with 48 test steps. Since this test suites
is the same for all samplings, the procedure indeed assesses the impact of the
different sampling criteria on the test suite’s error detection capability. As can
be seen from the data, the error detection capability of the test suite varies with
the applied sampling criterion. The mutation scores for the base model exposes
only marginal variance (76.5%-77.6%). This is due to our test design approach
where all-transitions as test selection criterion is applied to base model and
product models.

More variance is found in the error detection capability for errors in the
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Table 3: Results of product sampling
Isolated DC samplings configurations executed Mutation score Mutation score

test steps base model variability model
Few 1 48 78% 33%

Many 13 48 77% 92%
Small 4 48 77% 92%
Large 1 48 78% 33%

Div 7 48 78% 67%
Combined DC samplings

Few+Small+Div 4 48 77% 92%
Few+Large+Div 4 48 78% 67%

Many+Small+Div 10 48 77% 92%
Many+Large+Div 10 48 78% 67%

AC samplings
Include/exclude-all 2 135 77% 67%

Two-pair 7 486 78% 100%

variability model: the highest error detection capability of isolated criteria are
achieved by maximized amount of products (Many) and small products (Small).
In contradiction to our expectations, sampling large products reduces the error
detection capability. This may be due to the fact that only few products are
being sampled and tested. Though the criteria ‘Many’ and ‘Small’ have a com-
parable error detection capability (91.7%), ‘Small’ is more efficient in terms of
testing effort, since more products have to be provided.

For combined sampling criteria the variance of the mutation scores declines
(66.7%-91.7%). The highest scores in the group of combined criteria are achieved
by the following two combinations: maximized amount with small and diverse
products (Many+Small+Div) and minimized amount with small and diverse
products (Few+Small+Div). For these, efficiency is higher for Few+Small+Div
than for Many+Small+Div, since less products are sampled for testing. In
general, combined criteria scored equal or lower to the top scoring isolated
criteria, but never better.

The DC scores lie in between the two presented AC criteria. However, AC
testing needs much more resources: For a comparable score, two-pair testing
needs ten times more test steps than any DC test.

Summing up, application-centered and domain-centered testing differs only
if errors in the variability model are of concern. Within different DC meth-
ods, sampling few, small and diverse products seems to be most advantageous.
We performed a similar analysis for the two other examples mentioned in the
previous section, with comparable results.
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6 Assignment of Product Line Test Cases

In section 3, we considered different ways of generating test suites from domain
models. Subsequently, we used these tests for product sampling and mutation
analysis. Thus, the domain model was primarily used for test generation. In
model-based engineering, either products or tests can be derived from a given
model. In this section, we consider the setting that domain models are used
for deriving implementations, whereas test cases are developed separately and
manually. This setting describes the actual situation in most medium and large
companies, where testing and implementation is done in different departments.
In fact, in this section we do not care about the test case development process;
we just assume that there is a significant body of test cases available, and that
these test cases were developed independently from the products. This situation
is found in all companies transitioning to a model-based software engineering
process, which already have a large number of legacy test cases.

For such a setting, the question is, which test cases should be executed with
which products? Certainly, there are syntactic criteria excluding a test case to
be applicable for a certain product. For example, a test case might address an
interface which is not present in the product. In such a case, the test cannot be
executed with this product.

However, even if all syntactic criteria are being met, a test case might not be
relevant for a certain product. For example, the specification may not determine
whether the behavior tested by t1 is required or not for a product p. That is,
p may or may not show the behavior which is tested by t1. In such a case, no
new information about the conformance of the product would be obtained by
executing the test case. Thus, it does not make sense to execute t1 with the
SUT p.

As another example, consider a test case t2 for an advanced feature which is
not present in a basic product pb. Here, we would expect the test execution of
t2 with SUT pb to fail. It may also be advantageous to execute such a negative
test case in order to check that the basic product has no superfluous behavior.

Closely following ideas presented in [39], in this section we show how the
product model can be used to determine the expected outcome of a test case
to a product. The exposition is based on our previous work [40], where we
give formal definitions, an extended example, and a detailed description of the
algorithm.

6.1 Colored Test Cases

We use a three-valued coloring scheme to capture what design decisions have
been made in the domain model and configuration with regards to a specific
product: A test case is colored green if it reflects a behavior that is expected
from this particular variant of a software product line. It is colored red if
the variant should not allow the described behavior. Finally, a test case is
colored yellow if the respective behavior is neither required nor disallowed by
the specification of the variant. This can happen, e.g., if the specification is
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non-deterministic or incomplete.
Intuitively, green test cases reflect required and red test cases forbidden be-

havioral properties of the specification. Yellow tests mirror open design deci-
sions, i.e., properties which are not (yet) decided in the specification. Since the
color of a test case depends on the base model as well as the variability model
and its resolution for a particular variant, the same test case can be green for
one product, but red or yellow for another one.

The three-valued scheme is similar to the definition of an incomplete config-
uration in domain-centered test design (subsection 3.1.2). The difference is that
an incomplete configuration determines for each test case the set of products for
which it is applicable, whereas the coloring determines for each test case and
product whether it is a required, allowed or forbidden behavior.

In order to make these notions more precise, we briefly recall the UML
stipulations on the execution of a model: In UML state machines, a transition
e[g]/a may have a trigger e, can be restricted by a constraint g, and can invoke
a behavior a. The UML superstructure explains: “A trigger specifies an event
that may cause the execution of an associated behavior. An event is often
ultimately caused by the execution of an action, but need not be. [. . . ] Upon
their occurrence, events are placed into the input pool of the object where they
occurred [. . . ]. An event is dispatched when it is taken from the input pool and
is processed by the classifier. At this point, the event is considered consumed
and referred to as the current event.” [54, p. 471sq.]. The constraint language
is not specified in UML; “a constraint is a condition or restriction expressed
in natural language text or in a machine readable language for the purpose of
declaring some of the semantics of an element” [54, p. 57]. A behavior is a
consequence of the execution of an action by some related object. The behavior
invoked as the effect of a transition may contain several actions, e.g., calling an
operation, changing variable values, or causing the occurrence of some event.

To define the notion of a test case, we fix a test signature Σ. In our approach,
we assume that Σ is a subset of the occurrences and dispatches of events which
are contained in the product model. In this case, we say that the test case is
applicable to the product model.

Additionally, we require that stimuli can be sent to the SUT, for example
pressing a button, from the outside. We represent this as the artificial entity
tester. Events sent from the tester are called input events for the SUT, other
events are called output events for the SUT. Intuitively, elements of the signature
are the only events which can be “noticed” by the test case; events not in the
signature are “invisible”. A test case formally is a finite sequence of elements
from the test signature Σ.

In order to fix the color of a test case, we assume that there exists a function
enabled assigning to each configuration of a UML model the set of elements
from Σ which may occur next. That is, an event e ∈ Σ is in enabled(c), if upon

its occurrence there is a sequence c0
e1−→ c1

e2−→ · · · en−→ cn of transitions such
that c0 = c and en = e, and for all i < n it holds that ei /∈ Σ. In this case,
we say that cn is reached from c by e. A useful assumption, which is, however,
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not required for our theory, is that input events from the tester are enabled at
any time. For an event e ∈ enabled(c), we say that it is testable at c, if it is
either an input event, or it is an output event and it is not the case that some
output event e′ ∈ Σ different from e is enabled in c. Intuitively, if an output e
is testable at c, it is the output from Σ which must occur next, if any.

Since UML contains semantic variation points, the function enabled is tool-
dependent. In particular, UML does not impose an ordering on events in the
event pool; furthermore, the mechanism for determining the behavior to be in-
voked as a result of a call operation is unspecified, and it is a semantic variation
point whether one or more behaviors are triggered when an event satisfies mul-
tiple triggers. The UML allows an event to be dispatched in a configuration
even if there is no transition taking this event as a trigger; in such a situation,
this event is discarded.

The color of a test case T = 〈e1, . . . , en〉 in the signature Σ with respect to
a product model is a value from {green, red, yellow}, such that

• color(T ) = green iff for all k < n and every sequence 〈c0, c1, . . . , ck〉 of
configurations such that c0 is an initial configuration, and ci is reached
from ci−1 by ei for all 1 ≤ i ≤ k it holds that ek+1 is testable at ck;

• color(T ) = red if there is no sequence 〈c0, c1, . . . , cn〉 of configurations
such that c0 is an initial configuration, and ci is reached from ci−1 by ei
for all 1 ≤ i ≤ n; and

• color(T ) = yellow, otherwise.

In other words, a test case is green if it can be observed in all possible executions
of the model triggered by this test case. It is red if there is no possible execution
where it can be observed. It is yellow if some executions show the behavior and
others do not.

Note that our definition enforces that for each test case T = 〈e1, . . . , en〉 for
which color(T ) = green there is at least one sequence 〈c0, c1, . . . , cn〉 such that
c0 is an initial configuration, and for all 1 ≤ i ≤ n, configuration ci is reached
from ci−1 by ei. That is, green test cases must indeed be observable in the
system’s executions.

For example, consider a minimal eShop where no search function is available.
For such an eShop, the following test case would be green:

openProductCatalog → listProducts → productDetails → showPro-
ductDetails → addProductToCarts → proceedToCheckout → show-
Summary→ selectPaymentMethod→ startPayment→ selectBankAc-
count → proceedPayment → validatePayment → paymentComplete
→ valid → processOrderAndConfirm.

The following test case, which tests for the search feature to be absent, would
be red:

openProductCatalog → listProducts → searchFor → listProducts.
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Here are some simple properties of our coloring.

• An empty test case (consisting of no events at all) is always green.

• A one-element test case is green if its event is enabled and testable in all
initial configurations; it is red, if the event is initially not enabled; and
yellow, if it is enabled in some initial configuration but not testable.

• Any initial fragment of a green test case is green; any extension of a red
test case is red.

• If a state is non-deterministic, e.g., from state s there are transitions /a
and /b, then the test cases 〈a〉 and 〈b〉 are yellow, since enabled(s) = {a, b},
but a is not testable at s. Assuming that the test signature is {a, b, c},
the test case 〈c〉 is red, since neither /a nor /b produce c and thus c is not
enabled in s.

• Consider a situation where the effect of a transition invokes a behavior
expression including an operation for which only its signature is known
(e.g., a transition /obj.op(arg), where the operation op is declared in the
class diagram, but the return value of op for a given argument arg is not
specified). Then test cases using such a transition will be yellow, as all
possible return values are enabled in the state machine; however, the test
case contains only a specific one.

The test verdict (pass or fail) for a test is assigned by executing a green
or red test case with a concrete product. A product passes a test suite, if it
behaves as expected, i.e., if it exhibits the behavior described in all green test
cases and deviates from the behavior described in all red test cases. Yellow test
cases do not contribute to the detection of faults, thus we do not execute them.

6.2 Automated Test Coloring via Model Checking

For automating the above defined test coloring procedure for a given materi-
alization of a product line and a test case, we use the tool HUGO, which is a
UML model translator for model checking [41]. In particular, HUGO resolves
the UML’s semantic variation points mentioned above in a particular way thus
also fixing the enabled function: The event pool is implemented as bounded
event queues; since inheritance is not supported, the dispatching algorithm be-
comes straightforward, as no overloading has to be considered; only a single,
non-deterministically chosen behavior can be triggered by a given event; and
events which trigger no outgoing transition in a state configuration are silently
consumed.

HUGO translates both the materialization and a test case over a test signa-
ture into Promela, which is the input language of the model checker SPIN [35];
syntactically, it is first ensured that the test signature indeed is a subset of the
possible event occurrences and dispatches of the materialization. The resulting
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encoded product model shows instrumentation for observing all events: When-
ever an event occurs or is dispatched in the product model, a notification is sent
out which can be used by an observer. The test case results in an automaton
process sending those events to the system which occur at the tester and also
reacting to those produced by the system: If an event of the test case is ob-
served, the test case automaton proceeds; if any other event which is part of the
test signature happens, the automaton goes to a dedicated failure state; events
not present in the test signature are ignored. After successful observation of the
last entry of the test case sequence the automaton enters a dedicated final state.

We have implemented the above translations and colored a number of test
cases. The results often are surprising, the calculated color is different from
the intuition. Fortunately, due to the counterexample mechanism of the model
checker, we were able to analyze this discrepancy. It turned out that in all cases
the intuition was mistaken; test cases which we assumed to be green (required) or
red (forbidden) really were yellow (allowed but neither required nor disallowed).
This shows the viability of our approach.

In this section, we have presented a theory and prototypical implementation
for test case assessment in the model-based development of multi-variant sys-
tems. To our knowledge, this is the first treatment of the subject in the context
of UML-based software development.

We deal with both positive (green) and negative (red) test cases, and intro-
duce a third color (yellow) for test cases whose outcome is not determined with
a given product model. This means that it is needless to execute them with
products based on this model. Our approach thus allows to assess and select
those test cases from a universal test suite which are relevant for a given prod-
uct. It would be a straightforward extension to extend our coloring to sets of
products defined by incomplete configurations as defined above. Additionally,
lifting our approach to logical, abstract test specifications in the universal test
suite would be of interest. This would have to include different colorings for the
different concretizations. For conciseness, we do not pursue these extensions
further here.

Our test case coloring theory is well-suited for testing deterministic reactive
systems under test, where the response functionally depends on the provided
stimuli. In the UML specification, it can deal with indeterminacy caused by
semantic variation points and nondeterminism by under-specification and open
design decisions, by assigning the respective test cases the color yellow. The
theory excludes to formulate test cases for systems which are inherently non-
deterministic. This can be the case, e.g., for a network of cooperating devices
with unpredictable message delays. To deal with such a situation, we are inves-
tigating trees and UML interactions as test cases and the relation to the testing
theory of de Nicola and Hennessy [21].
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7 Related Work

In this section, we give some references to related work. Due to the large volume
of available literature on model-based testing and software product lines, this is
necessarily only a small selection.

Specification of software product lines Software product families have
already been proposed by Parnas in 1976 [58]. There are annual conferences
dealing with product line engineering, e.g., the International Systems and Soft-
ware Product Line Conference SPLC. An introductory textbook on this topic
is by Pohl et al. [62].

A standardization attempt which incorporates many of the modeling con-
cepts presented in this article has been the OMG initiative for CVL, the common
variability language [19]. Unfortunately, due to patent disputes, this standard-
ization could not be completed. Nevertheless, most of the concepts are now
generally acknowledged and implemented by current product line engineering
tools.

Model-based test generation Testing is one of the most important quality
assurance techniques in industry. Since testing often consumes a high percent-
age of project budget, there are approaches to automate repeating activities
like, e.g., regression tests. Some of these approaches are data-driven testing,
keyword-driven testing, and model-based testing. There are many books that
provide surveys of conventional standard testing [3, 12, 53] and model-based
testing [13, 70, 75]. modeling languages like the UML have been often used
to create test models. For instance, Abdurazik and Offutt [55] automatically
generate test cases from state machines.

Testing is an important topic also in the software product line literature.
Systematic reviews can be found in [22], [51], and [45]. These surveys show that
much of the work on SPL testing is concerned with the question of selecting
products for testing (see below).

Feature modeling Feature models are commonly used to describe the vari-
ation points in product line systems. Our feature modeling language is similar
to other standard feature languages, e.g. [14]. There are several approaches
to apply feature models in quality assurance. For instance, Olimpiew and Go-
maa [56] deal with test generation from product line systems and sequence
diagrams. In contrast to sequence diagrams, state machines are commonly used
to describe a higher number of possible behaviors, which makes the combination
with feature models more complex than combining feature models and sequence
diagrams. As another example, McGregor [48] shows the importance of a well
defined software product line testing process. Pohl and Metzger [63] emphasize
the preservation of variability in test artifacts of software product line testing.
Lochau et al. [47] also focus on test design with feature models. In contrast to
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our work, they focus on defining and evaluating coverage criteria that can be
applied to feature models.

Mutation analysis Mutation analysis for behavioral system models, e.g. fi-
nite state machines, is a well-established field. Fabbri et al. introduced mutation
operators for finite state machines in [23]. Belli and Hollmann provide mutation
operators for multiple formalisms: directed graphs, event sequence graphs [7],
finite state machines [55], and basic state charts [8]. They conclude, that there
are two basic operations from which most operations can be derived: omission
and insertion. Also for timed automata, mutation operators can be found in [1].

Mutation analysis for software product lines has not received as much at-
tention yet. In [67] Stephenson et al. propose the use of mutation testing for
prioritizing test cases from a test suite in a product line environment. Henard
et al. proposed two mutation operators for feature models based on proposi-
tional formulas in [34]. They employ their mutation system for showing the
effectiveness of dissimilar tests, in contrast to similar tests. For calculating
dissimilarity, the authors provide a distance metric to evaluate the degree of
similarity between two given products.

Sampling of products Sampling product configurations for testing is an
ongoing challenge. Most work is focused on structural coverage criteria for
feature models and hence is agnostic to the interactions in behavioral models [61,
57]. Still, the test effort is high, since feature interactions are selected for testing
where no behavioral interaction is present. Baller et al. focus on heuristics for
minimization of the test suite for the base model [5].

Similar to the notion of incremental test design, Beohar et al. propose spinal
test suites [9]. A spinal test suite allows one to test the common features of a
PL once and for all, and subsequently, only focus on the specific features when
moving from one product configuration to another.

Lochau et al. present incremental test design methods to subsequently test
every specified behavior [47]. Here, configurations are sampled as needed to
achieve the next test goal. The result is a set of test cases where each one is
limited to a single product configuration. Our optimization criteria for sampling
configurations allow for more flexibility since they use generic test cases.

Test case assignment Using three-valued logics for test assessment is an old
idea. In 1983, Butler [15] uses the third value to denote either a missing or
an incorrect test result. Zhao et al. [76] propose a symbolic three-valued logic
analysis to improve the precision of static defect detection. The standardized
testing language TTCN-3 [25] allows several verdicts for a test case such as pass,
fail, inconc, none, and error.

To our knowledge, we were the first to propose a theory for a three-valued
evaluation of test cases with respect to formal specifications [36]. In [39], we
extended this theory to software product lines based on UML models.
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Bertillon et al. [10] use a notation based on natural language descriptions
of requirements to define test cases for product lines. The resulting test spec-
ification is generic in the product, and a set of relevant test scenarios for a
customer specific application can be derived from it. This work complements
our colouring method, since we assume that the test suite is designed separately.

8 Future Developments

Predicting the future of some field always is a risky enterprise, since trends in
computer science tend to be short-lived. There are, however, a few clear devel-
opment tendencies in industry and science which are sketched in this section.

Firstly, we expect product line development methods to become more “main
stream” in the engineering of industrial software. Indications of this are, e.g.,
the availability of tools like pure::variants [11], which interacts with popular
development environments such as Mathworks Simulink, IBM Rational DOORS
and Rhapsody, and Sparx Systems Enterprise Architect. As another example,
FeatureIDE [69] is an open-source tool which tries to “bring all phases of the
development process together, consistently and in a user-friendly manner”. It
supports multiple paradigms for modeling variability such as annotation-based,
delta-oriented, and aspect-oriented programming.

Secondly, there is a trend to standardization. A fist initiative was CVL,
the common variability language mentioned above [33]. Since this endeavor
has been discontinued, other ways of standardization are being explored. The
Variability Exchange Language [29] provides a generic data exchange format
for variant management. It is intended to be standardized within OASIS in
the near future. The Variability Exchange Language defines a generic API
(VariabilityAPI) that allows variant management tools to communicate with
artifacts such as model based specifications, program code, or requirements
documents. Since the communication is via a standardized interface, the number
of tool adapters is significantly reduced.

Thirdly, the availability of concepts, standards, and unified APIs enables
tool providers to focus on the development of features to facilitate the use of
their tools. To minimize switching times between different tools and acceler-
ate the overall workflow, a general trend is to integrate tools and support a
growing number of other development environments. In particular, for product
line development the link to software testing is being strengthened. In this pa-
per, we discussed the selection of products for testing, and the selection of test
cases for products. Integrated tool suites would support finding relevant arti-
facts for re-use and identifying linked artifacts from other projects. A related
research question is how to automatically extract re-usable information from
development artifacts.

Continuing on the scientific side, of current scientific interest is the refactor-
ing and evolution of software product lines. A question here is how changes in a
product line affect subsequent artifacts like implementation models, test cases,
and validation and verification documents [2].
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Another trend in the research community is to consider models at runtime.
With variability models, this would allow for runtime variants and dynamic re-
configuration of systems [46]. For example, one could imagine that additional
features, e.g. advanced driver assistants in a car, are loaded according to cur-
rent demands. Even though these techniques have a high potential, there are
numerous safety and security problems to be solved.

Finally, a frequent reconfiguration leads to adaptive and self-learning sys-
tems. In fact, dynamic software product lines can be seen as a way to realize
adaptive behavior in open contexts. Scientific challenges include the modeling
and handling of uncertainties, the integration of feedback in the evolution, and
the learning of adaptation rules [66].

9 Summary and Conclusion

In this article, we have collected and summarized our recent research on model-
based testing for software product lines. With the example application of an
eShop product line, we have described how to model a software product line:
The feature model describing variation points, the base model describing the
functionality, and the variability model which determines which features are
realized by which base model elements.

Then, we showed how to automatically derive test suites for product lines
from variability models. We distinguished between application-centered and
product-centered test generation, and analyzed in detail two approaches of con-
structing a standard UML model from variability information. A comparison
of these approaches showed that both approaches lead to very different test
suites. Although they also cover all transitions of the model, domain-centered
approaches lead to test suites with significantly fewer test steps. Thus, in terms
of test steps and the amount of products to test, domain-centered test design
scales better with respect to the size of the system.

We then analyzed the error detection capabilities of generated test suites.
For software product lines, there are more sources where errors can occur than
in ordinary software models. We defined mutation operators for domain models,
and measured the detection rate on several examples. The results confirm that
operators which add superfluous behavior to a model are hard to detect by
model-based testing techniques.

Whereas usually in software engineering test suites are built for existing or
envisioned software artifacts, in product lines it may be more adequate to build
a software artifact for a given test suite. We considered the problem which
products should be selected as representatives for a product line, to maximize
the benefits from testing within given resource bounds. We found that domain-
centered test generation can be very efficient for detecting errors in variability
model, and that sampling small and divergent products is better than sampling
large ones.

Finally, we looked at a setting where a test suite is developed independently
from the product development in a model-based process. This is especially

48



relevant for legacy systems, where a huge set of test cases is already existing,
whereas products are restructured along the line. Here, the question is which
test cases are applicable for which products. We reduced this problem to a
classical model-checking problem and showed how to solve it with existing tools.

While all these contributions can be considered as significant steps, the over-
all goal of a unified theory for quality assurance of software product lines remains
unreached. The main challenge of software product line validation, as compared
to “normal” software validation, is the significantly higher complexity. Due to
the fact that a product line incorporates a large number of potential products,
quality assurance methods must strive to handle many or all of them at once.
With our prototypical SPLTestbench, we provide an integrated, open tool envi-
ronment for this task. In the future, we plan to extend it with capabilities for
formal verification and transformational development of software product lines.

References

[1] Bernhard K. Aichernig, Florian Lorber, and Dejan Ničković. Time for Mu-
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editors, Conceptual Modeling for Novel Application Domains, volume 2814
of Lecture Notes in Computer Science, pages 118–128. Springer Berlin Hei-
delberg, Berlin and Heidelberg, 2003.

[25] Jens Grabowski, Dieter Hogrefe, György Rethy, Ina Schieferdecker, An-
thony Wiles, and Colin Willcock. An introduction to the testing and test
control notation (TTCN-3). Computer Networks, 42:375403, 2003.

[26] Matthias Grochtmann and Klaus Grimm. Classification trees for partition
testing. Software Testing, Verification and Reliability, 3(2):63–82, 1993.

[27] Iris Groher and Markus Voelter. Expressing Feature-Based Variability in
Structural Models. In Workshop on Managing Variability for Software
Product Lines, 2007.
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